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a b s t r a c t

In recent animal studies, several novel oxime compounds that are better than 2-PAM as antidotes against
selected organophosphate (OP) nerve agents have been identified. The purpose of this study was to
develop and validate a liquid chromatographic–mass spectrometric (LC–MS) method for analysis of
the bis-pyridinium oxime ICD-585 (1-(2-hydroxyiminomethylpyridinium)-3-(4-carbamoylpyridinium)-
propane) in plasma and to establish the utility of the method in a guinea pig model. Calibration curves
were prepared using ICD-585-spiked plasma at concentrations from 0.156 to 10 �g/ml. Curves were run
over a 1-month time frame and a total of 13 (n = 13) were generated. The lower limit of quantification
(LLOQ) was determined to be 0.216 �g/ml. Intra- and inter-day variability was assessed by studying preci-
sion and accuracy. For intra-day studies, data from the precision determinations indicated that the % CV’s
ranged from 4.28 to 14.98%. The % error in the accuracy assessments ranged from −8.73 to 4.61%. For inter-
day studies, precision data ranged from 3.53 to 13.20%. The % error in the accuracy assessments ranged
from 0.39 to 13.77%. Room temperature, freeze–thaw and autosampler stability was also examined. For all
3 stability studies, the compound remained within ±15% of the initial analysis. Application of the method
was demonstrated by analyzing samples from guinea pigs challenged with sarin (GB) or cyclosarin (GF)
(1× LD50) followed with intramuscular ICD-585 (58 �M/kg, 21.8 mg/kg). At 55 min after oxime adminis-
tration, mean (±SD) plasma concentrations were 15.98 (±4.88) �g/ml and 14.57 (±3.70) �g/ml in GB- and

GF-exposed animals, respectively. In summary, studies have been carried out to verify the sensitivity, pre-
cision and accuracy of the assay as well as the stability of the analyte under various conditions. The method
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has been demonstrated to

. Introduction

Organophosphorus (OP) nerve agents are extremely potent

nhibitors of the enzyme acetylcholinesterase (AChE). Toxicities
esulting from cholinergic over-activity may result in lethality.
or some nerve agents (i.e., sarin [GB], VX), enzyme inhibi-
ion can be reversed with post-exposure treatment consisting

� This paper is part of the special issue ‘Bioanalysis of Organophosphorus Toxicants
nd Corresponding Antidotes’, Harald John and Horst Thiermann (Guest Editors).
�� Presented at the 12th Medical Chemical Defence Conference, 22–23 April 2009,
unich, Germany.

� Disclaimer: The opinions, interpretations, conclusions, and recommendations
re those of the author(s) and are not necessarily endorsed by the US Army. This
esearch complied with the Animal Welfare Act and implementing Animal Welfare
egulations and adhered to the principles noted in The Guide for the Care and Use of
aboratory Animals.
∗ Corresponding author. Tel.: +1 410 436 1944.

E-mail address: benedict.capacio@us.army.mil (B.R. Capacio).

570-0232/$ – see front matter Published by Elsevier B.V.
oi:10.1016/j.jchromb.2009.12.011
pplicable to the analysis of plasma from nerve agent-exposed guinea pigs.
Published by Elsevier B.V.

of atropine and oximes such as pralidoxime chloride (2-PAM).
This process occurs by nucleophilic attack of the oxime on the
phosphorus atom of the agent molecule bound to the enzyme.
Subsequently, the oxime-phosphonate moiety is released along
with the regenerated enzyme, which is then capable of nor-
mal AChE function [1]. For other agents such as tabun (GA),
soman (GD), cyclosarin (GF) and Russian V-agent (VR), 2-PAM
is either less effective or ineffective in reversing AChE inhi-
bition, resulting in reduced survival. Pyridostigmine bromide
pretreatment has been found to significantly enhance the effi-
cacy of 2-PAM in GD and GA intoxication, but provides no
additional protection in GF and VR intoxication [2,3]. Recent
studies have indicated that enzyme inhibition with these latter
agents is amenable to treatment with novel broad-spectrum bis-

pyridinium oximes such as ICD-585, and others (HLö7 [ICD-2445],
MMB4 [ICD-039], and HI-6) [4,5,6,7]. To establish the relationship
between in vivo concentrations and efficacy in OP intoxication,
a method was developed for the analysis of these compounds
from plasma. A liquid chromatographic–mass spectrometric

http://www.sciencedirect.com/science/journal/15700232
http://www.elsevier.com/locate/chromb
mailto:benedict.capacio@us.army.mil
dx.doi.org/10.1016/j.jchromb.2009.12.011
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LC–MS) method for the oxime ICD-585 is specifically addressed
erein.

. Materials and methods

.1. Chemicals/blood/plasma

Guinea pig blood was obtained from animals involved in US
rmy Medical Research Institute of Chemical Defense (USAMRICD)

nstitute Animal Care and Use Committee (IACUC) approved
rotocols. Animals were maintained under an Association for
he Assessment and Accreditation of Laboratory Animal Care
AAALAC) program. Plasma from swine (Sus scrofa) was pur-
hased from Archer Farms, Inc. (Darlington, MD). Hartley guinea
ig plasma derived from sodium heparin anticoagulated whole
lood was obtained from Bioreclamation Inc. (Hicksville, NY).
cetonitrile and ammonium acetate were obtained from Fischer
hemicals (Fair Lawn, NJ) and used without purification. Formic
cid was obtained from Matheson, Coleman, and Bell (East Ruther-
ord, NJ). Water used was purified using a Purelab Ultra Analytic
ater purifier from Elga (High Wycombe, Bucks, UK). HI-6 (1-(2-
ydroxyiminomethylpyridinium)-3-(4-carbamoylpyridinium)-2-
xapropane) and ICD-585 (1-(2-hydroxyiminomethylpyridinium)-
-(4-carbamoylpyridinium)-propane), both dichloride salts, were
btained from the Walter Reed Army Institute of Research (WRAIR)
Silver Spring, MD).

.2. Instrumentation

.2.1. Liquid chromatography (LC)
Chromatographic separation of the samples was achieved using

Luna silica LC column, 5 �m, 250 mm × 2.0 mm (Phenomenex,
orrance, CA). The mobile phase consisted of acetonitrile/water
15/85, v/v), 1 mM ammonium acetate, and 0.1% formic acid. The
ow rate was 0.2 ml/min delivered isocratically and the injection
olume was 10 �l. The choice of HI-6 as an internal standard was
ased upon its structural similarity with the analyte of interest
ICD-585). Therefore, the two compounds were expected to dis-
lay similar behavior in the sample extraction and the LC separation
rocesses. Following LC separation, the solvent stream was passed
hrough an ultraviolet diode array detector and then directed into
mass spectrometer. Ultraviolet absorbance was measured at 254
nd 302 nm using a bandwidth of 4 nm with no reference wave-
engths used. A blank consisting of the acetonitrile/water in the
ame ratio as the mobile phase was run following each spiked
lasma sample.

.2.2. Mass spectrometry (MS)
Samples were introduced into a Hewlett Packard G1946A

uadrupole mass spectrometer via an atmospheric pressure elec-
rospray ionization (ESI) interface. The following MS conditions
ere used: positive ion selected ion monitoring of m/z 285 and 257

or ICD-585 and HI-6 (internal standard), respectively; fragmentor
t 60 V; and capillary voltage at 4000 V. The nitrogen drying gas was
ntroduced at a flow rate of 13 L/min and kept at 350 ◦C. Nitrogen

as also used as the nebulization gas and maintained at a pressure
f 35 psi.

.3. Procedures

.3.1. Sample preparation

Swine plasma was commercially purchased and utilized in the

reparation of calibration curves and all method validation stud-
es (precision and accuracy, room temperature stability, repeated
reeze–thaw, and autosampler stability). Whole blood obtained
rom guinea pig test animals was centrifuged at 2000 × g for 30 min
. B 878 (2010) 1420–1425 1421

at 5 ◦C and the plasma supernatant removed for analysis. Com-
mercially purchased guinea pig plasma was used to construct
calibration curves, which were analyzed along with all plasma from
the test animals for quantification. The sample preparation proce-
dure was as follows. A 100-�l aliquot of plasma was transferred
to a plastic microfuge vial, and 20 �l (100 �g/ml) of the inter-
nal standard (IS) HI-6 was added (final concentration 16.6 �g/ml).
Following addition of acetonitrile (100 �l), the mixture was vor-
texed and centrifuged at 4300 × g for 15 min. The supernatant
was removed, placed in a new microfuge vial, and centrifuged for
an additional 15 min. A portion of the supernatant (150 �l) was
removed, and 100 �l of the aqueous component of the mobile phase
(1 mM ammonium acetate, and 0.1% formic acid) was added. The
sample was then vortexed and centrifuged at 4300 × g for 15 min,
following which it was transferred to a limited volume autosam-
pler vial for analysis. A blank consisting of the acetonitrile/water in
the same ratio as the mobile phase was run following each spiked
plasma sample.

2.3.2. Calibration curves
Calibration curves utilizing swine plasma were used for method

validation studies. For quantifying ICD-585 in guinea pig plasma
samples, calibration curves were prepared in commercially pur-
chased guinea pig plasma and analyzed along with the samples.
All calibration curves were prepared by spiking plasma with ICD-
585 to yield a concentration of 10 �g/ml. This sample was serially
diluted with clean (blank) plasma. The final calculated concentra-
tion levels used for the calibration curves were 0.16, 0.31, 0.63, 1.25,
2.50, 5.00 and 10.00 �g/ml. For the method validation studies, cal-
ibration curves were prepared and each concentration level was
analyzed in triplicate daily over a 1-month time frame. A total of 13
(n = 13) curves were generated. The area under the curve (AUC) ratio
(analyte/internal standard) at each concentration was determined,
and the concentration calculated based on the respective daily
curve. Across days, mean concentration, coefficient of variability
expressed as a percentage (% CV) and percent error (% error) were
calculated at each concentration level. The % CV was calculated by
(standard deviation [SD]/mean) × 100%. The % error was calculated
by ([calculated concentration − actual concentration]/actual con-
centration) × 100. The limit of detection (LOD) and lower limit of
quantification (LLOQ) were determined by the relationship 3S0 and
10S0, respectively [8,9]. The S0 was calculated and derived from the
y intercept of plots of standard deviations from calibration curves
as a function of the 5 lowest ICD-585 concentrations, respectively
[8].

2.3.3. Precision and accuracy
Intra- and inter-day variability was used to assess precision and

accuracy. For intra-day studies, the assessment of precision and
accuracy was carried out for assays conducted within a single day.
For those studies, 6 sets of plasma test samples (n = 6) were pre-
pared with oxime ICD-585 at 4 concentration levels (0.94, 1.88, 3.75
and 7.50 �g/ml) and analyzed the same day following the sample
preparation procedure. For sample quantification, the AUC ratios
(analyte/internal standard) were used in the regression equation
generated from the mean data of 6 previously analyzed calibra-
tion curves. A continuing calibration verification (CCV) standard
(10 �g/ml) was analyzed prior to and after the plasma test sam-
ples. Precision was assessed by calculating the SD and the % CV at
each plasma concentration level. Accuracy was expressed as % error
by examining the difference between the expected and mean calcu-

lated concentration of the sample. For inter-day studies, plasma test
samples were prepared daily for 5 days (n = 4) using 5 concentration
levels of ICD-585 (0.47, 0.94, 1.88, 3.75 and 7.50 �g/ml). Precision
and accuracy were determined as described in the intra-day stud-
ies. The AUC ratios (analyte/internal standard) were used in the
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e of ICD-585 (A) and HI-6 (B).
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as described (with HI-6 as IS) is shown in Fig. 2. The mass-
chromatogram demonstrated that the peaks of interest were
baseline resolved and free of any interference arising from the
plasma matrix. Calibration curves were prepared using ICD-585-
Fig. 1. Chemical structur

egression equation generated from the mean data of 6 previously
nalyzed calibration curves. A CCV (10 �g/ml) was also included for
nalysis each day.

.3.4. Room temperature stability studies
The room temperature stability was examined by preparing

lasma samples containing 0.63, 1.25, 2.50, 5.00 and 10.00 �g/ml of
CD-585. Three aliquots (n = 3) from each sample were prepared and
nalyzed immediately. The samples were stored at room tempera-
ure followed by repeated preparation and analysis of 3 aliquots at
ach concentration level at 6 and 24 h. All data from these exper-
ments were expressed as AUC ratios at each concentration. Data
rom the 6- and 24-h studies were compared with the initial anal-
sis by calculating the percent of the initial analysis.

.3.5. Repeated freeze–thaw study
An experiment to assess the effect of repeated freeze–thaw

ycles on analyte stability was carried out by examining plasma
amples at 5 concentration levels of ICD-585 (0.63, 1.25, 2.50, 5.00
nd 10.00 �g/ml). Initially, 3 (n = 3) aliquots from each concentra-
ion level were prepared and analyzed immediately. The plasma
amples were then stored at −70 ◦C, and for the next 4 consecutive
ays, they were thawed, and 3 aliquots from each concentration
ere removed, prepared and analyzed; the remainder was refrozen

o await the next analysis. Samples underwent a total of 4 con-
ecutive freeze–thaw cycles subsequent to the initial analysis. All
ata from these experiments were expressed as area under the
urve (AUC) ratios (analyte/internal standard) at each concentra-
ion. Data from each of the freeze–thaw cycles were compared
ith the initial analysis by calculating the percent of the initial

nalysis.

.3.6. Autosampler stability study
The stability of prepared plasma samples while on the autosam-

ler was examined. Plasma samples containing 0.16, 0.31, 0.63,
.25, 2.50, 5.00 and 10.00 �g/ml of ICD-585 were prepared as
escribed in Section 2.3.1. The samples were placed in the autosam-
ler and immediately analyzed. The prepared samples were
llowed to sit on the autosampler and re-analyzed after 3 and 6 h.
his study was carried out on 6 (n = 6) and 4 (n = 4) separate days
or the 3- and 6-h studies, respectively. All data from these exper-
ments were expressed as AUC ratios at each concentration. Data
rom the 3- and 6-h studies were compared with the initial analysis
y calculating the percent of the initial analysis.
.3.7. Application of the method
Whole blood was obtained from guinea pigs (n = 8) treated with

ntramuscular (im) ICD-585 (58 �M/kg, 21.8 mg/kg) 5 min after 1×
D50 GF or GB. The blood was obtained at 55 min following oxime
dministration. The blood was anticoagulated with heparin and
Fig. 2. Reconstructed ion-chromatogram: a representative reconstructed ion-
chromatogram of ICD-585 (0.625 �g/ml) with internal standard (HI-6) following
work-up from plasma. Ions monitored were m/z = 285 and m/z = 287 for ICD-585
and HI-6, respectively.

centrifuged for 30 min (2000 × g at 5 ◦C). The plasma was removed
from the red blood cell fraction and stored at −70 ◦C until use.

3. Results

3.1. Calibration curve study

The chemical structures of ICD-585 and HI-6 are shown in
Fig. 1. A representative mass-chromatogram from the standard
curve depicting ICD-585-spiked plasma (0.63 �g/ml) prepared
Fig. 3. Calibration curves for ICD-585-spiked plasma were prepared and each con-
centration level analyzed in triplicate over a 1-month time frame. A total of 13
(n = 13) curves were generated. Data represent mean calculated concentrations ±SD
as a function of actual concentration (R2 = 0.9983).
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Table 1
Calibration curves for ICD-585-spiked plasma were prepared and analyzed in trip-
licate over a 1-month time frame. Data at each concentration represent mean
calculated concentration (n = 13): SD = standard deviation; % CV = percent coefficient
of variation (SD/mean × 100); % error = ([calculated concentration − actual concen-
tration]/actual concentration) × 100.

Actual concentration
(�g/ml)

Mean calculated
concentration (�g/ml)

Precision
% CV

Accuracy %
error

0.16 0.12 43.37 −22.26
0.31 0.27 14.74 −14.63
0.63 0.57 8.61 −8.08
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Table 3
Inter-day variability study: plasma test samples were prepared daily for 4 days
(n = 4) using the same concentration levels as those for the intra-day studies. Samples
were analyzed each day immediately following preparation. Continuing calibration
verification (CCV) standards (10 �g/ml) were analyzed daily. Precision and accu-
racy were determined as described in the intra-day studies. The concentrations of
the oxime were calculated based on the regression equation generated from the
mean data of six previously analyzed calibration curves.

Actual concentration
(�g/ml)

Mean calculated
concentration (�g/ml)
(n = 4)

Precision
% CV

Accuracy %
error

0.47 0.51 12.08 8.34
0.94 1.02 13.20 8.53
1.88 2.13 7.02 13.77

black lines) of the initial analysis. The plasma concentrations of
1.25 1.24 8.56 −0.81
2.50 2.62 7.84 4.74
5.00 5.31 3.75 6.11

10.00 9.82 1.07 −1.76

piked pig plasma at concentrations from 0.16 to 10 �g/ml. The
UC ratios (analyte/internal standard) at each concentration were
etermined, and the concentration was calculated based on the
espective daily curve. The calculated concentrations were plotted
s a function of theoretical concentration. Calibration curves were
un over a 1-month time frame and a total of 13 (n = 13) curves
ere generated. Correlation coefficients (R2) for each curve ranged

rom 0.9928 to 0.9995. A plot of the mean (n = 13) calculated con-
entration (±SD) as a function of actual concentration (R2 = 0.9982)
s presented in Fig. 3. The % CV’s derived from the mean AUC ratios
anged from 43.37 to 1.07%; the % errors ranged from −22.26 to
.11% (Table 1). The greatest % CV (43.37%) and % error (−22.26%)
ere found at the lowest concentration level (0.156 �g/ml); all

thers were less than 15%. The LOD (3S0) and LLOQ (10S0) were
alculated as 0.065 and 0.216 �g/ml, respectively.

.2. Precision and accuracy

.2.1. Intra-day variability
Precision and accuracy data for intra-day plasma test samples

re presented in Table 2. Data from the precision determinations
ndicated that the % CV’s ranged from 4.28 to 14.98%. The % error
n the accuracy assessments ranged from −8.73 to 4.61%. The %
V and % error data for the 10 �g/ml CCV were 4.07 and −0.63%,
espectively.

.2.2. Inter-day variability

Precision and accuracy data for inter-day plasma test samples

re presented in Table 3. Precision data ranged from 3.53 to 13.20%.
he % error in the accuracy assessments ranged from 0.39 to 13.77%.
he % CV and % error data for the 10 �g/ml CCV were 3.85 and 4.53%,
espectively.

able 2
ntra-day variability study: six sets of plasma test samples (n = 6) were prepared
t 4 oxime concentration levels in a single day. The samples were analyzed
mmediately following the work-up procedure. Precision was assessed by calcu-
ating the percentage coefficient of variation (% CV) at each plasma concentration
evel. Accuracy was expressed as percentage error (% error) by examining the
ifference between the expected and mean calculated concentration of the sam-
le [((calculated − expected)/expected) × 100]. Continuing calibration verification
CCV) standards (10 �g/ml) were analyzed prior to (n = 2) and after (n = 2) the plasma
est samples. The concentrations of the oxime were calculated based on the regres-
ion equation generated from the mean data of 6 previously analyzed calibration
urves.

Actual concentration
(�g/ml)

Mean calculated
concentration (�g/ml)
(n = 6)

Precision
% CV

Accuracy %
error

0.94 0.85 14.98 −8.73
1.88 1.94 11.50 3.51
3.75 3.92 7.22 4.61
7.50 7.16 4.28 −4.57

10.00 (CCV) (n = 4) 9.94 4.07 −0.63
3.75 4.21 5.93 12.38
7.50 7.53 3.53 0.39

10.00 (CCV) (n = 4) 10.45 3.85 4.53

3.3. Room temperature stability study

Room temperature stability of ICD-585 in plasma was exam-
ined by analyzing unprocessed samples stored on the bench top
for 6 and 24 h. The data from this study indicate that room tem-
perature storage of plasma samples for up to 24 h did not impact
sample integrity (Fig. 4). Curves in Fig. 4 depict the mean values
(n = 3) for initial (no storage; square), 6-h (triangle), and 24-h (cir-
cle) storage data along with calculated curves corresponding to
±15% (solid black lines) of the initial analysis. The plasma concen-
trations of ICD-585 tested (0.63–10 �g/ml) after room temperature
storage were at most ±9.3% at 6 h and ±6.6% at 24 h of the ini-
tial analysis values (Fig. 4). The R2 values ranged from 0.9982 to
0.9996.

3.4. Repeated freeze–thaw study

An experiment to assess the effect of repeated freeze–thaw
cycles on analyte stability in plasma was carried out. The data indi-
cate that repeated freeze thawing through 4 cycles did not impact
the integrity of the samples (Fig. 5). Curves in Fig. 5 demonstrate
the mean values (n = 3) for the initial analysis (no freezing; square),
along with data (n = 3) from each of the freeze–thaw cycles (1–4).
Also shown are calculated curves corresponding to ±15% (solid
ICD-585 tested (0.625–10 �g/ml) were ±12.5% of the initial anal-
ysis values with the majority of the samples falling within ±6%
(Fig. 5). The R2 values ranged from 0.9958 to 0.9991.

Fig. 4. Room temperature stability of ICD-585 was examined by processing and
analyzing plasma samples that were stored on the bench top for 6 and 24 h. The
curves depict the mean values (n = 3) for the initial (no storage; square), 6- (triangle),
and 24-h (circle) storage data along with calculated curves corresponding to ±15%
(solid black lines) of the initial analysis.
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Fig. 5. Freeze–thaw stability: 3 plasma samples from each concentration were ana-
lyzed immediately following the work-up procedure. Samples were then stored
at −70 ◦C, and for the next 4 consecutive days, they were thawed, and 3 aliquots
from each concentration were removed, prepared and analyzed; the remainder was
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Table 4
Guinea pig study. Guinea pigs (n = 8) were challenged
with 1× LD50 GB or GF, followed by intramuscular ICD-
585 (58 �M/kg, 21.8 mg/kg). Whole blood was obtained at
55 min after oxime administration and analyzed in dupli-
cate (a and b) as described.

Animal ID Concentration (�g/ml) Mean

Challenge agent GB
1a 10.58
1b 11.47 11.03
2a 22.72
2b 22.59 22.66
3a 14.94
3b 14.90 14.92
4a 10.55
4b 10.72 10.63
5a 16.57
5b 17.02 16.79
6a 23.16
6b 24.22 23.69
7a 14.99
7b 14.20 14.59
8a 13.25
8b 13.85 13.55

Mean = 15.98 �g/ml, SD = 4.88 �g/ml, % CV = 30.53

Challenge agent GF
1a 16.25
1b 15.47 15.86
2a 13.25
2b 13.59 13.42
3a 11.27
3b 11.76 11.52
4a 11.33
4b 11.11 11.22
5a 14.40
5b 14.40 14.40
6a 16.58
6b 16.72 16.65
7a 11.76
7b 10.92 11.34
efrozen to await the next analysis. The curves depict the mean values (n = 3) for the
nitial analysis, along with data (n = 3) from each of the freeze–thaw cycles (1–4).
lso shown are calculated curves corresponding to ±15% (solid black lines) of the

nitial analysis.

.5. Autosampler stability study

The stability of ICD-585 in processed plasma samples while
tored in the autosampler was studied by analyzing them immedi-
tely, 3 and 6 h following preparation each day. The data from these
xperiments suggest that the prepared samples remained intact for
p to 6 h following preparation (Fig. 6). Fig. 6 demonstrates mean
ata from the initial analysis (square, n = 6), 3 h (triangle, n = 6) and
h (circle, n = 4). Also shown are calculated curves corresponding

o ±15% (solid black lines) of the initial analysis. The results from
he studies indicate that the samples analyzed subsequent to the
nitial analysis were ±6.9 and ±12.5% of the initial concentrations
or the 3- and 6-h analysis times, respectively (Fig. 6). The R2 values
anged from 0.9982 to 0.9992.

.6. Application of the method

The LC–MS method was applied to plasma obtained from
uinea pigs (n = 8) treated with ICD-585 (im) 5 min following chal-
enge with 1× LD50 of GB or GF. Whole blood was obtained at

5 min after oxime administration. Mean (±SD) concentrations of

CD-585 in plasma were 15.98 ± 4.88 (range 10.63–23.69 �g/ml)
nd 14.57 ± 3.7 �g/ml (range 11.22–22.12 �g/ml) in GB- and GF-
hallenged animals, respectively (Table 4).

ig. 6. Autosampler stability: plasma samples were prepared and placed in the
utosampler. The prepared samples were analyzed immediately (n = 6, square) and
gain at 3 (n = 6, triangle) and 6 h (n = 4, circle). Also shown are calculated curves
orresponding to ±15% (solid black lines) of the initial analysis.
8a 21.95
8b 22.29 22.12

Mean = 14.57 �g/ml, SD = 3.70 �g/ml, % CV = 25.33

4. Discussion

An LC–MS method for determining the concentration of oxime
ICD-585 in plasma has been developed. Relative to LC–ultraviolet
analyses, LC–MS offers several advantages. Misidentification of
compounds that may be similar enough chemically to co-elute
in the liquid chromatographic separation is a potential problem
with ultraviolet analyses. However, specificity of MS as a detection
technique enables unambiguous identification of the compounds
of interest even if analyte co-elution is an issue. One of the more
significant advantages of MS analyses in general is a decreased
requirement for a rigorous sample preparation procedure. This
factor impacts on time and minimizes introduction of error from
increased sample handling. Although MS offers enhanced sensi-
tivity versus ultraviolet detection, concentrations encountered in
these studies are well within the working range of ultraviolet sys-
tems. Studies have been carried out to verify the reproducibility of
the assay as well as the stability of the analyte when subjected to
various conditions expected during routine sample storage, prepa-
ration, and analysis.

Calibration curve analyses demonstrate that the assay was lin-

ear over the concentration range studied (0.156–10 �g/ml). The
inter-day variability (i.e., over a 1-month time period) was char-
acterized by the % CV’s (1.07–43.37%) and % errors (−22.26 to
6.11%). The greatest % CV (43.37%) and % error (−22.26%) were found
at the lowest concentration level examined (0.156 �g/ml), which
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[10] J.K. Taylor, Quality Assurance of Chemical Measurements, Lewis Publishers,
B.R. Capacio et al. / J. Chrom

as less than the calculated LLOQ (0.216 �g/ml). The % CV’s and
errors at all other concentrations were less than 15%. The con-

entration range for the calibration curves was chosen based on
reliminary animal data suggesting that a human equivalent dose
58 �M/kg, 21.8 mg/kg) given im to guinea pigs would result in sim-
lar plasma concentrations. Initial data from animal experiments
ndicated that the range of concentrations achieved at 55 min fol-
owing oxime dosing was greater than the highest concentration
tilized for the standard curve. Therefore, during animal sample
ork-up, the initial aliquot of plasma was diluted such that concen-

rations calculated were within the range of the standard curve. The
ilution factor was then applied to obtain the actual final concentra-
ion reported. Future studies involving complete pharmacokinetic
lasma concentration–time profiles will require a wider range of
oncentrations on the standard curve to accommodate all concen-
rations encountered.

Although the calibration curve experiments demonstrated
nter-day precision and accuracy, an additional study to examine
ntra- and inter-day variability was carried out. The study utilized
ifferent concentration levels than those employed in the calibra-
ion curves. The inter-day results support the findings from the
alibration curve study in that above the LLOQ the % CV and % errors
ere less than 15%. In addition, the intra-day studies indicate sim-

lar results. Taken together, the data demonstrate that above the
alculated LLOQ, the assay performs at levels defined as acceptable
y the FDA (In: Guidance for Industry) (i.e., less than 15%) for both

ntra- and inter-day analysis paradigms.
Studies were conducted to examine the room temperature sta-

ility of ICD-585 in plasma. Assay of the plasma samples that were
llowed to remain at room temperature for 6 and 24 h after spiking
roduced values that varied by less than ±10% of the initial analy-
is. The data indicate that plasma samples can be left on the bench
op (up to 24 h) during the course of a working day prior to being
rocessed without a compromise in integrity. The time frame is
uch greater than that expected during routine sample handling

nd preparation.
The freeze–thaw study was conducted to examine the effect of

epeated freezing and thawing on analyte stability. Results from
he experiments demonstrate that plasma concentrations were
12.5% of the initial analysis values following 4 freeze–thaw cycles.
he practical application of this information is that subsequent
o animal experiments and the collection of blood/plasma, rou-
ine sample handling may involve initial freezing of plasma until
reparation. In addition, sample analyses may need to be repeated
equiring refreezing and thawing to confirm initial results if neces-
ary. These data indicate that plasma samples can undergo at least
freeze–thaw cycles with no change in concentration of ICD-585

elative to that determined from the original analysis.
The stability of prepared samples awaiting injection while

tored in the autosampler tray was examined. The relevance is that
he proximity of the autosampler to the instrumentation can create
levated temperatures and potentially accelerate sample degrada-
ion. The results from the studies indicate that prepared plasma
amples varied at most ±12.5% of the initial analysis values. All the
ata from the 3-h study were less than 7.0% of the initial assay;
ata from the 6-h study were less than 9.5% except for 0.32 �g/ml
12.5%) and 0.63 �g/kg (10.7%). These experiments indicate that
elatively large numbers of samples can be prepared and placed in
he autosampler for up to 6 h while awaiting analysis.
The stability study results indicate that samples will remain sta-
le when handled within the limits of the described studies. In
ddition, the precision and accuracy determinations characterize
he assay of ICD-585 concentrations along with associated variabil-
ty as demonstrated in Tables 2 and 3.

[

. B 878 (2010) 1420–1425 1425

Application of the method was demonstrated by analyzing sam-
ples from guinea pigs challenged with GB or GF 1× LD50 followed
with im ICD-585 (58 �M/kg, 21.8 mg/kg). The blood was obtained
55 min after oxime administration. Results indicate that most of
the data fall into the 11–17 �g/ml range (Table 4). However, in
3 animals (ID #2 and #6 with GB and ID #8 with GF challenge),
plasma concentrations were 22–24 �g/ml (Table 4). Pharmacoki-
netic studies of similar bis-pyridinium oximes, MMB-4 and HI-6,
have been carried out in swine (Stemler et al., 1991) [10] and
sheep (Moore et al., 1988) [11]. Data from the MMB-4 studies
in swine indicate that the mean maximal plasma concentration
(Cmax, 78 �g/ml) was achieved in an average of 9.1 min following
im administration of 32.9 mg/kg. In sheep, the Cmax of 20 �g/ml
was observed at 13.6 min following im administration of 12 mg/kg.
Taken together with the guinea pig data shown herein, and given
the similarity of the compounds and route of administration, the
Cmax in guinea pigs following 21.8 mg/kg of ICD-585 would be pre-
dicted to be greater than 20 �g/ml and occur at less than 55 min.
These preliminary studies were not designed to determine the
peak plasma levels, but to demonstrate the feasibility and repro-
ducibility of the assay following im administration. However, along
with data from the literature, the studies provide insight as to
concentration levels that may be expected in future guinea pig
studies.

In summary, an LC–MS method for determining the oxime ICD-
585 in plasma has been developed. Since the method utilized a
structurally related analog (HI-6) as an internal standard, the same
analysis can potentially be used for quantification of HI-6 with ICD-
585 as the internal standard. This method offers the benefits of MS
analysis (sensitivity and selectivity) along with a simple and rapid
sample work-up procedure. Studies have been carried out to ver-
ify the reproducibility of the assay as well as the stability of the
analyte under various conditions. The method will be the basis for
developing assays for other structurally related oxime compounds.
Application of the method will involve relating plasma concentra-
tions to pharmacodynamic effects and efficacy in animals exposed
to nerve agents.
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